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ABSTRACT

Conversational Recommender Systems (CRSs) leverage natural lan-
guage dialogues to provide tailored recommendations. Traditional
methods in this field primarily focus on extracting user preferences
from isolated dialogues. It often yields responses with a limited
perspective, confined to the scope of individual conversations. Rec-
ognizing the potential in collective dialogue examples, our research
proposes an expanded approach for CRS models, utilizing selective
analogues from dialogue histories and responses to enrich both
generation and recommendation processes. This introduces signifi-
cant research challenges, including: (1) How to secure high-quality
collections of recommendation dialogue exemplars? (2) How to
effectively leverage these exemplars to enhance CRS models?

To tackle these challenges, we introduce a novel Demonstration-
enhanced Conversational Recommender System (DCRS), which
aims to strengthen its understanding on the given dialogue con-
texts by retrieving and learning from demonstrations. In particular,
we first propose a knowledge-aware contrastive learning method
that adeptly taps into the mentioned entities and the dialogue’s
contextual essence for pretraining the demonstration retriever.
Subsequently, we further develop two adaptive demonstration-
augmented prompt learning approaches, involving contextualized
prompt learning and knowledge-enriched prompt learning, to bridge
the gap between the retrieved demonstrations and the two end tasks
of CRS, i.e, response generation and item recommendation, respec-
tively. Rigorous evaluations on two established benchmark datasets
underscore DCRS’s superior performance over existing CRS meth-
ods in both item recommendation and response generation 1.
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Figure 1: Traditional CRS models function over individ-
ual dialogue sessions. On the other hand, our proposed
demonstration-augmented approach expands the perspec-
tive of the model via a set of collective exemplars.
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1 INTRODUCTION

The domain of Conversational Recommender Systems (CRSs) has
seen a notable evolution in recent years, driven by the integration
of natural language processing and user preference analysis [6, 14,
23, 29]. Existing CRS models [13, 25, 34, 36, 50, 61] primarily focus
on analyzing user preferences within isolated dialogue contexts.
This approach, while effective in certain scenarios, often yields
responses that are confined to the limited perspective of individual
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conversations, thereby missing the richness of collective dialogue
experiences, as illustrated in the lower left-hand part of Figure 1.

To overcome these limitations, some CRS models incorporate
external knowledge sources, such as knowledge graphs [1, 43], user
reviews [33, 60] or item meta information [52]. These efforts demon-
strate a broadening of the CRS scope. However, the dependence
on external data presents its own set of challenges, particularly
in domains where such data is scarce or costly to acquire. More-
over, a crucial issue persists in the current methods: the struggle
to effectively utilize internal training instances to enhance model
performance. An initial attempt to tackle this, as seen in [30], fo-
cused on retrieving related entities from similar dialogues, but this
approach primarily centered on explicit entity mentions, thus ne-
glecting the wider dialogue context and its potential value.

In parallel, the blooming field of demonstration-based and in-
context learning offers promising avenues for enhancing language
model performance across various tasks, as shown in studies by
[3, 4, 18, 27]. This approach involves presenting pre-trained lan-
guage models with a small number of informative examples, leading
to notable improvements in tasks like named entity recognition [18]
and text classification [3] etc. Nonetheless, directly applying these
approaches to the nuanced and multifaceted sphere of conversa-
tional recommendation has been challenging. Two primary hurdles
emerge: (1) The acquisition of high-quality recommendation dia-
logue exemplars, which requires careful curation and validation to
ensure their relevance and effectiveness. (2) There’s the challenge
of how these exemplars can be best employed to improve the per-
formance of CRS models. It not only involves selecting the right
exemplars but also determining the optimal way to leverage these
exemplars for maximum impact.

To address these challenges, we propose a novel Demonstration-
enhanced Conversational Recommender System (DCRS), which
facilitates an enriched understanding of dialogue contexts by re-
trieving and learning from demonstrations. DCRS first employs
a knowledge-aware contrastive learning method, which adeptly
taps into the mentioned entities and the contextual essence of di-
alogues. This method serves as a foundation for pretraining the
demonstration retriever, aligning with our first challenge of se-
curing high-quality dialogue exemplars. Further addressing the
second challenge, DCRS implements two innovative demonstration-
augmented prompt learning approaches: contextualized prompt
learning and knowledge-enriched prompt learning. The former
tailors the prompts to the specific nuances of each dialogue for
more relevant and engaging response generation, while the latter
enriches these prompts with entity-specific knowledge to improve
recommendation relevance. These approaches bridge the gap be-
tween the retrieved demonstrations and the dual end-goals of CRS,
namely response generation and item recommendation, enhancing
both recommendation relevance and response quality. Our rigorous
evaluations on two established benchmark datasets — ReDial [23]
and INSPIRED [11] - highlight the effectiveness of the proposed
DCRS. The results demonstrate that our system outperforms exist-
ing CRS methods in crucial aspects like recommendation accuracy
and response quality.

1Code and data are available here: https://github.com/huyquangdao/DCRS.
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To the best of our knowledge, this is the initial application of
a demonstration-based learning framework within the context of
CRS. Our contributions are three-folds:

e We introduce DCRS, a novel demonstration-based method for
conversational recommendation. It is armed with a knowledge-
aware contrastive retriever that integrates knowledge entities
with the dialogue’s intrinsic context for demonstration retrieval.

e We introduce two schemes for prompt learning enhanced by
demonstrations: contextualized prompt learning and knowledge-
enriched prompt learning. They dynamically employ gathered
demonstrations to bolster both item recommendation and re-
sponse generation.

e We empirically validate DCRS’s superiority on two benchmark
datasets over existing CRS frameworks, emphasizing both rec-
ommendation precision and linguistic nuance.

2 RELATED WORK

Conversational Recommender Systems. Recent advancements
in CRS can be categorized into two distinct classes: recommendation-
centric approaches [5, 19, 20, 36] and dialogue-driven CRS tech-
niques [2, 26, 48, 60]. The former paradigm inherently gravitated
towards seeking clarifications on item attributes, progressively re-
fining the candidate item set. In contrast, the latter paradigm placed
emphasis not only on the precision of recommendations but also
on the caliber of generated natural language expressions.

Recommendation-centric CRS methods [7, 44, 55] mainly focused
on directly improving the performance of item recommendation,
where they aimed to ask clarifying questions about the item at-
tributes and gradually find an optimal candidate set according to
the user’s preference. To reduce the difficulty of understanding
natural language utterances, they leveraged predefined templates
to interact with the users. Such systems attempted to learn rec-
ommendation strategies and fulfill users’ demands while avoiding
lengthy conversations since such long-lasting dialogues could hurt
the user’s experience. Therefore, these works usually utilized re-
inforcement learning (RL) [7, 19, 20, 40] or bandit-based solutions
[24], which could effectively maximize long-term advantages.

In recent years, dialogue-driven CRS models [13, 26] have been
investigated more extensively. Despite their promising performance,
published dialog-based CRS datasets such as [11, 23, 59], confronted
an inherent challenge of data scarcity stemming from the high costs
of human annotations. Therefore, an increasing number of efforts
[28, 33, 46, 52, 54, 58] enhanced these datasets by using external
knowledge resources. For instance, Zhou et al. [58] sought to har-
ness commonsense correlations between entities and terms through
sub-graphs derived from DBpedia [1] and ConceptNet [43]. Diverg-
ing in approach, Lu et al. [33] incorporated user reviews to enrich
the content garnered from user dialogues. Similarly, Yang et al. [52]
leveraged rich meta information to better represent items in the
database. However, a discernible limitation within these method-
ologies is their reliance solely on the immediate dialogue context
containing limited clues on the user preferences. Moreover, over-
emphasizing external resources might restrict the generalization
abilities of such approaches to domains where external knowledge
is either rare or costly to obtain.
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To address such a limitation, we aim to extract informative ex-
emplars from training data and leverage these retrieved exemplars
to improve both response quality and recommendation accuracy.

Retrieval-augmented Generation and Recommendation. Re-
cently, the retrieval-augmented generation paradigm (RAG) [22]
has attracted increasing attention. At its core, a generative model
will integrate data retrieval into the generation process, enhancing
its ability to provide accurate and relevant responses. While some
pre-trained encoders [8, 15, 39] have been commonly utilized for
dense retrieval, existing RAG methods [38, 47, 51] often emphasized
more on developing effective strategies for leveraging retrieved can-
didates. Among these methods, there are two common approaches,
namely (1) leveraging a non-parametric integration (e.g., K near-
est neighbors) [16] and (2) directly augmenting the current input
with retrieved candidates [10, 47, 53]. For example, [16] introduced
KNN-LM, which combined two probabilities for predicting the next
token, one computed via a Transformer Decoder and the other es-
tablished via the retrieval results with the KNN algorithm. Similarly,
Wau et al. [51] incorporated external key and value vectors into in-
termediate hidden representations via a KNN-augmented attention
layer. On a different angle, Izacard and Grave [12] proposed a RAG
model based on encoder-decoder architecture for open-domain
question-answering. Specifically, given a set of retrieved passages,
they utilized the encoder to produce their intermediate represen-
tations. These sequences of hidden vectors are then fused at the
decoder part to generate the answer. Wang et al. [47] and Ram et al.
[38] prepended retrieved segments of texts to the current input of
an LM model. However, concatenating retrieved candidates with
the current input prompt might significantly increase the whole
sequence’s length, raising considerable computational costs. At the
same time, it is challenging to fully leverage the retrieved set due
to the maximal number of tokens accepted by existing pre-trained
models [8, 56]. Last but not least, due to the difference in modality,
how to use retrieved documents to improve ranking problems such
as item recommendation is still unexplored.

To this end, in this work, we aim to introduce an effective tech-
nique for leveraging retrieved candidates. In particular, our pro-
posed method incorporates retrieved demonstrations into both
response generation and item recommendation processes via a
contextualized prompt learning and a knowledge-enriched prompt-
learning, respectively.

Contrastive Learning for Document Representations. Recently,
contrastive self-supervised learning [45] has been commonly uti-
lized to produce sentence representations. The intuition is to pull se-
mantically similar samples close and keep dissimilar samples apart.
Existing efforts [31, 39, 49] combined general-purpose pretrained
language models such as BERT [8] with self-supervised contrastive
learning objectives [35? ] to produce high-quality document embed-
dings. ? ] introduced a lightweight data augmentation method that
utilizes a dropout mask to produce positive examples for training
an encoder model. Liu et al. [31] proposed to capture fine-grained
relevance between query and target sentences with a ranking sys-
tem. Moreover, they introduced a method that incorporates ranking
consistency and ranking distillation with contrastive learning into
a unified framework. Despite their effectiveness, these approaches
above did not explicitly consider knowledgeable information, such
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as entities within the sentences. Nishikawa et al. [35] proposed an
entity-ware contrastive learning framework for sentence embed-
dings. However, their method only considered one entity for each
sentence. In this work, we propose a knowledge-aware contrastive
learning method for pretraining a dialogue retriever, which can
distinguish multiple entity instances in a dialogue session and then
integrate the underlying user preference information into dialogue
representations for conversational recommendation.

3 PLELIMINARIES

Notations. We denote by 7,V the set of all items and the genera-
tion vocabulary, respectively. Besides, we use d., d to define the
dimensions of token and entity representations in our framework.
We denote by D = {(X;, Yi)}f\:]1 the set of all training examples
where N is the total number of instances. Each tuple (Xj, ¥;) con-
sists of a historical context X; and its corresponding groundtruth
response Y;. Broadly speaking, the goal of CRS models is to rec-
ommend appropriate items to the users via natural language di-
alogues. In particular, given a specific dialogue context X, CRS
methods aim to produce a generated response ¥ to manage the
conversation with the users. If the recommendation action is trig-
gered, the models additionally recommend a set of candidate items
I. € I (I; # 0) based on user’s preferences extracted from the
dialogue X. In contrast to existing works that perform these two
aforementioned processes solely based on the given context X, we
additionally offer the model a collection of informative demon-
strations R = {(Xj, Yj)};(:l ( K is the size of the collection) to
enhance its ability to understand the tasks at hand. The demonstra-
tion retrieval step is conducted by a neural text retriever, which
is pre-trained with a novel knowledge-aware contrastive learning
method. Finally, following modern CRS approaches, we utilize an
item-oriented knowledge graph G = {(u,r,0)} (where u,r,v are
the head entity, relation, and tail entity respectively) to capture
commonsense relationships between items and their associated
entities. Formally, we decompose the CRS task into three sub-tasks:
Demonstration Retrieval: For each historical dialogue Xj, we re-
trieve a collection of instructive demonstrations R; = {(X;, Yj)}ﬁil
(K is the size of the collection) from the training corpus by using a
neural text retriever. It is worth noticing that we do not consider
retrieved candidates that belong to the same conversation with the
given context to avoid the data leakage problem.

Response Generation: Given the historical context X; and the
corresponding set of retrieved demonstrations R;, we aim to pro-
duce a natural language response ¥; where specific items in the
response will be replaced by a special token [MASK].

Item Recommendation: Given the historical context X;, the cor-
responding set of retrieved demonstrations R; and the masked
response template ¥;, we attempt to predict a set of candidate items
1. € T to recommend to the user. In following sections, we ignore
conversation indexes of the training examples for simplicity.

4 METHODOLOGY

Figure 2 illustrates the proposed DCRS framework. Overall, our
DCRS method consists of three components, namely a text retriever
module, which is pre-trained by a knowledge-aware contrastive
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Figure 2: The architecture of the proposed DCRS model, which consists of three main modules: a knowledge-aware contrastive
pretraining enhanced text retriever module for soliciting demonstrations, a response generation module augmented by
contextualized prompt learning, and an item recommendation module augmented by knowledge-enriched prompt learning.

pretraining method for soliciting demonstrations, a response gen-
eration module, and an item recommendation module. In what
follows, we describe each of the mentioned components in detail.

4.1 Knowledge-aware Contrastive Pretraining
for Demonstration Retrieval

In conversational recommendation scenarios, users often articulate
their preferences through specific entities or descriptive terms. As
highlighted in Figure 2, the user specifies a liking for scary and
creepy movies and mentions past experiences with films like The
Conjuring (2013) and Insidious (2010). Recognizing the importance
of such entity-based evidence, it’s crucial to seamlessly integrate
them into the retrieval process. Additionally, the broader dialogue
context can provide even richer insights into user inclinations.
To tap into this depth, we utilize a knowledge-aware contrastive
learning scheme. With these insights in mind, we introduce our
learning method for retrieval from the following aspects.

Entity Modeling. To model representations of knowledge entities,
similar to existing works [58, 60], we adopt RGCN model [42] and
the item-oriented knowledge graph G. Formally, at the [-th layer,
we compute entity embeddings by the following:

) _ 1) _(1-1) )
€u _RELU(ZrER ZveNr(u) Wre +br )’ ®

where el(ll) € R% is the embedding vector of an entity u, Wﬁl) €
Rexde bﬁl) € R% are model parameters corresponding to a specfic
relation r at the [-th layer. Since a dialogue context X might contain
multiple mentioned entities, we aim to obtain a single knowledge-
aware entity context representation e, € Re by combining the
latent vectors of all mentioned entities in the dialogue with a self-
attention layer defined as follows:

a = Softmax (b}: tanh (WaE)) , e.=Eal, 2)

where W, € R9*de b, € R% are model parameters, n, is the
number of entities mentioned in the context X, and E € R%*"e ig
the entity embedding matrix.

Context Encoding. In addition to knowledge entities, the con-
versation context X itself contains rich contextual features, which
is also crucial for the retrieval process. To leverage the seman-
tic meaning of the current dialogue session, we produce a dense
representation by utilizing a contextual encoder. In this work, we
adopt the bidirectional Transformer architecture BERT [8] as our
encoding model. In particular, to obtain the dialogue representation
h € R%, we feed the whole conversational history X through the
encoder and utilize the output embedding of the [CLS] token.
Knowledge-aware Contrastive Pretraining. To train our re-
trieval component, we introduce a novel knowledge-aware con-
trastive learning paradigm. The key idea is to learn meaningful,
dense dialogue representations that also emphasize information
from the mentioned knowledge entities. Hence, we propose to opti-
mize two objective functions, namely entity-context and context-
context contrastive losses. With the former, we aim to maximize the
agreement between the mentioned knowledge entities and the cor-
responding dialogue context. Specifically, we attempt to maximize
the alignment score between the entity context representation e,
and dialogue context representation h, by optimizing the following:

EXP(Sim(hc, Weee)/p)
Lee=-1o - R 3
ce = log S exp(sim(he, Weéo) /) ®

where sim() refers to cosine similarity, W, € RéeXde ig g linear
transformation that aligns two representation spaces and p is the
temperature parameter. In this work, we obtain negative examples
é. via within-batch negative sampling. For context-context con-
trastive loss, we aim to learn meaningful contextual representations
via self-supervised signals with data augmentation. Specifically, we
minimize a loss function to pull the dialogue representations and
their augmented views together in their corresponding latent space.



Broadening the View: Demonstration-augmented Prompt Learning for Conversational Recommendation

In particular, the context-context objective function is defined as:

o exB(sim(he, B /p)

® Znnens) explsim(he, ) /p)
where h; is the negative instance. Following [? ], we adopt different
drop-out masks to produce augmented views h{ of the dialogue rep-
resentation. The final objective function is a weighted combination
of the two aforementioned ones and is defined as follows:

Lrey = YLee + 0Lcc (5)

where y, § are predefined hyper-parameters and chosen via cross-
validation. We optimize all parameters with this final objective.

Top-K Retrieval of Demonstrations. We utilize the learned con-
textual encoder to pre-compute dialogue representations for all
training dialogue contexts. Specifically, we utilize the training ex-
amples D = {Di}ﬁ\il to produce a set of context representations

©

Lc,c = -

H = {hi}f\i ;- Given a dialogue session X, we obtain its dialogue
embedding h, and compute top-K retrieval scores as follows:

Sk =TopK (i}, ). ®)

With the top-K computed scores Sk, we then obtain corresponding
contexts and responses R = {(X;, Yj)}f: , from the training corpus.

4.2 Contextualized Prompt Learning with
Demonstrations for Generation

For response generation, simply concatenating demonstrations with
the current dialogue history likely results in a lengthy input. Due
to limited context length, such an approach hinders the capabilities
of the model in fully exploiting retrieved exemplars. Hence, we
propose to extract semantic information from demonstrations with
a set of prompt tokens via a pre-trained encoder. The prompt vectors
are then mapped to the input space of a pre-trained decoder to
enrich the current dialogue context for generating responses.

Prompting Contextual Information from Demonstrations.
We aim to elicit useful information, such as commonsense knowl-
edge or task-specific instructions from the retrieved demonstra-
tions with a set of contextualized prompts. Specifically, for the j-th
demonstration (X, ¥;) in the retrieved set R, we first prepend a se-
quence of prompt tokens Pj = [py,j, p2,j, ... p1,j] (T is the number
of prompt tokens) to each retrieved demonstration as follows:

Ij = [P}, X}, Y}] .
Afterward, to obtain demonstration-enhanced continuous prompts,
we feed the constructed sequence through a prompt generator

fprompt based on a pre-trained bidirectional Transformer architec-
ture, which is formulated as follows:

Pj = [Pij, ngj, e P%J] = fi)rompt(lj) >

where P; € RT%de js our contextualized prompt embeddings. We
instance forompt With a RoBERTa encoder [32], and collect the out-
put vectors from the positions corresponding prompt tokens P;.
For efficiency, we freeze the parameters of the prompt genera-
tor during training. We independently employ the same process
for K different retrieved demonstrations {(X;, Yj)};(:l to obtain
corresponding contextualized prompts P{, P7, ..., P%. We then con-
catenate these continuous tokens to produce a single prompt se-
quence P¢ € RK*Txde Notably, the length of the final prompt
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sequence P¢ is K = T (in practice, we can choose the value of T so
that K * T < K * Ly where L is the length of each demonstration).
Semantic Space Mapping for Contextualized Prompts. When
generating responses, suppose X is the matrix of embedding vec-
tors after forwarding the dialogue context X through the input
layer of the generation model fyen, one can notice that there is
a semantic gap between retrieval-augmented prompt vectors P¢
and input embeddings X since P¢ are embedding vectors in the
prompt generator’s output space, while X belongs to text genera-
tor’s input vector space Egep. To handle such a semantic gap, we
propose to map the contextualized prompts into the input space of
the generative model as follows:

T
S= PcwalignEgen )
Pgen = Softmax(S) - Egen ,

where Pg,, € RKTxde gre corresponding prompt embeddings in

the target space, Egen, € RIVIXde are the embedding matrix of the
input layer of the generation model fgen and W4, € RéeXde g o
linear transformation that aligns these two representation spaces.
Then we prepend the prompt Pg,,, to the input embeddings X to
obtain augmented input sequence Igen (i.€ Igen = [P;en, X]) which
is subsequently used to generate the desired response Y.

Parameters Learning. Given the current dialogue embeddings X
and the retrieval-augmented prompts Pg,,,, we train the generation
model fgen by optimizing the following objective function:

N Lo .
Lgen(®gen) == Zt:l Zj:l log Prgen (yt,j|yt,<j, P;en’xi) s

where N is the number of training examples, L, is the length of the
output sequence, gep, are parameters of the generation module.

4.3 Knowledge-enriched Prompt Learning with
Demonstrations for Recommendation

In this subsection, we describe how to leverage the retrieved demon-
strations to enhance the item recommendation task.

Demonstrations for Item Recommendation. To solve the rec-
ommendation task, existing works [48, 54, 58] often leveraged men-
tioned entities/items in the current input, which we denote by

Emen = {ei}l.fl’"e"‘, to capture user preferences. However, due to
the limited information in the current context, &en might not
be sufficient to properly model the user interests. While retrieved
dialogue history-response pairs can be regarded as instructive exem-
plars for response generation, these pieces of texts might contain a
collection of pertinent entities/items that can be viewed as informa-
tive clues to hint at possible candidates for item recommendation,
which we refer to as item demonstrations. Hence, we propose to
extract knowledge entities and items from these retrieved demon-

{e j}lji‘lie'"l, to enrich the
mentioned set Epen. In particular, the final set of entities/items
Erec is an union of the mentioned set Ep,en, and demonstration set
Edem (i€ Erec = Emen U Egem)-

Knowledge-enriched Prompts for Item Recommendation.
Similar to response generation, we produce a set of prompt to-
kens to enrich the input for the recommendation task. Specifically,

we first look up the latent vectors of entities in Ey¢c using RGCN

strations, which we denote by g4, =
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and the item-oriented knowledge graph G to obtain an embedding
matrix P, € RI€reelXde Tt is worth noticing that we use two
different sets of entity embeddings for retrieval and recommenda-
tion, respectively. Afterward, we construct the input I, for the
recommendation task as follows:

Irec = [Plpfer, ?] >

where X, Y are corresponding embeddings of the current dialogue
context X and the masked response ¥ generated from the response
generation module. We aim to feed the constructed input through
a frozen DialogGPT [56] and apply a pooling layer on the outputs
to obtain a demonstration-enhanced preference vector uyec € R,
Semantic Alignment for Knowledge-enriched Prompts. Simi-
lar to response generation, there is a natural semantic gap between
the knowledge-enriched prompt P’r‘ec and context, response em-
beddings X, Y in the item recommendation task. To address such a
problem, we propose to associate the knowledge-enriched prompt
Plfec with contextual information in X, Y via another pretraining
step. Specifically, with the demonstration enhanced user preference
representation u,.c, we pre-train the item recommendation module
to predict the entities contained in the current input. Formally, we
compute the probability of an entity e as follows:

@

Prentity(e) = Softmax (u’;ecEentity)e s
where Eeptiry € RYeXNentity is the embedding matrix of all entities.
Finally, we optimize model parameters to minimize a standard
cross-entropy loss of ground-truth entities defined as follows:

N
LP’"E(GVEC) = _Z Z log Pr{zntity (6|Plrfec,j’ Xj’ Yj) > (8)
J=i ee N(X;)
where N is the total number of training instances and N (Xj) is
the set of mentioned entities in the input context X;. ©(rec) are
parameters of the recommendation engine.
Parameters Learning for Item Recommendation. After the
aforementioned semantic mapping step, given the demonstration
enhanced user preference vector uye., we compute the probability
of recommending an item Pr;zep, (i) similar to E.q 7. Then, we train
the recommendation engine by optimizing the cross-entropy loss
of ground-truth items defined below.

N
Lrec(®rec) = _Z Z yiec,i log Pr:tem (ilPIrcec,j’Xj Y]) > (9)
j=lieV
where yf cc.; 18 the corresponding label of the item i-th in the item set

V at the j-th training instance. During recommendation training,
we freeze the parameters of the DialogGPT model.

5 EXPERIMENTS
5.1 Experimental Setup

5.1.1 Datasets. We conduct extensive experiments on two promi-
nent datasets: ReDial [23] and INSPIRED [11]. These datasets are
centered around movie recommendations, with ReDial being cu-
rated through Amazon Mechanical Turk, while INSPIRED focuses
on sociable recommendation strategies for persuasive outcomes.
Table 2 presents detailed statistics for these datasets.
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5.1.2  Baseline methods. We compare with four groups of baselines:
(1) Traditional recommendation approaches:

e Item Populalarity: A simple baseline that ranks the items ac-

cording to historical recommendation frequencies in the corpus.
e TextCNN [17]: A basic convolutional neural network for text
classification.

(2) General pre-trained language models:

e BERT [8]: A widely used pre-trained model for text classification
tasks. We train BERT and use it to predict a set of candidate items.
GPT2 [37]: is a basic but strong text generation baseline that
gains from large pre-trained language modeling.

DialogGPT [56]: is a dialogue generative pre-trained GPT model

trained on large-scale conversation-like exchanges from Reddit.
BART [21]: is a more recent denoising autoencoder pretrained
model for language generation.

(3) State-of-the-art CRS methods:

e ReDial [23]: An early CRS model adopts an auto-encoder for
recommendation and hierarchical RNN for generation.

KBRD [2]: An knowledge-enhanced CRS method that adopts a
sub-graph from DBpedia to enrich extracted features.

KGSF [58]: A CRS model that leverages an item-oriented and a
word-oriented knowledge graph to improve its capabilities.
UNICRS [48]: A CRS model unifies recommendation and gener-
ation tasks with a unified prompt tuning method.

o TREA [26]: A CRS model that adopts tree-structure reasoning
to solve item recommendation and response generation tasks.
COLA [30]: A CRS model that adopts BM25 and mentioned
entities to retrieve collaborative entities.

VRICR [54]: A CRS whose recommendation module is pre-
trained with a variational Bayesian method.

(4) Different variants of our model, namely: DCRS Concat - a sim-
ple version using the concatenation of retrieved demonstrations
and current inputs. DCRS w/ BM25, w/ Rand which are variants

equipped BM25 [41] and random selection as the retrieval mod-
ules respectively. For ablation study, we also report the results
of different variants including: DCRS w/o ID - our DCRS with-
out item/entities extracted from retrieved demonstrations (i.e w/o
Edem)- DCRS w/o SMR - our model without the semantic map-
ping step for response generation. DCRS w/o SAI - our variant
without the semantic alignment step for item recommendation.
DCRS w/o CP - our model without contextualized prompts for
generation (i.e. w/o Pg.,). DCRS w/o KP - our model without

knowledge-enriched prompts for recommendation (i.e. w/o Plfec).

5.1.3  Evaluation Metrics: In this work, we report the performance
of both item recommendation and response generation sub-tasks.
For recommendation task, we report several metrics including Re-
call@k (k=1,10,50), NDCG @k (k=10,50) and MRR@k (k=10,50).
For response generation, we conduct both automatic and human
evaluation. For automatic assessment, we report BLEU-N (N=2,3),
ROUGE-N (N=2,L) and Distinct-N (N=2,3,4). For human study, we
randomly sample twenty generated conversations from each model.
We then invite two annotators and ask them to score the gener-
ated responses. We report the results on three aspects including
Informativeness and Fluency, whose range is from 1 to 3.
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Table 1: Automatic evaluation results on the item recommendation task (¢-test with p-value < 0.05).

ReDial INSPIRED

Model Recall NDCG MRR Recall NDCG MRR

@1 | @10 | @50 | @10 | @50 | @10 | @50 | @1 | @10 | @50 | @10 | @50 | @10 | @50
Popularity 0.011 | 0.053 | 0.183 | 0.029 | 0.057 | 0.021 | 0.027 | 0.031 | 0.155 | 0.322 | 0.085 | 0.122 | 0.064 | 0.071
TextCNN [17] | 0.010 | 0.066 | 0.187 | 0.033 | 0.059 | 0.023 | 0.028 | 0.025 | 0.119 | 0.245 | 0.066 | 0.094 | 0.050 | 0.056
BERT [38] 0.027 | 0.142 | 0.307 | 0.075 | 0.112 | 0.055 | 0.063 | 0.049 | 0.189 | 0.322 | 0.112 | 0.141 | 0.088 | 0.095
Redial [23] 0.010 | 0.065 | 0.182 | 0.034 | 0.059 | 0.024 | 0.029 | 0.009 | 0.048 | 0.213 | 0.023 | 0.059 | 0.015 | 0.023
KBRD [2] 0.033 | 0.150 | 0.311 | 0.083 | 0.118 | 0.062 | 0.070 | 0.042 | 0.135 | 0.236 | 0.088 | 0.109 | 0.073 | 0.077
KGSF [58] 0.035 | 0.175 | 0.367 | 0.094 | 0.137 | 0.070 | 0.079 | 0.051 | 0.132 | 0.239 | 0.092 | 0.114 | 0.079 | 0.083
TREA [26] 0.045 | 0.204 | 0.403 | 0.114 | 0.158 | 0.087 | 0.096 | 0.047 | 0.146 | 0.347 | 0.095 | 0.132 | 0.076 | 0.087
COLA [30] 0.048 | 0.221 | 0.426 - - 0.086 | 0.096 - - - - - - -
VRICR [54] 0.054 | 0.244 | 0.406 | 0.138 | 0.174 | 0.106 | 0.114 | 0.043 | 0.141 | 0.336 | 0.091 | 0.134 | 0.075 | 0.085
UNICRS [48] | 0.065 | 0.241 | 0.423 | 0.143 | 0.183 | 0.113 | 0.121 | 0.085 | 0.230 | 0.398 | 0.149 | 0.187 | 0.125 | 0.133
DCRS | 0.076 | 0.253 | 0.439 | 0.154 | 0.195 | 0.123 | 0.132 | 0.093 | 0.226 | 0.414 | 0.153 | 0.192 | 0.130 | 0.137

Table 2: Statistics of the ReDial and INSPIRED datasets.

ReDial | INSPIRED

# of convs 10,006 # of convs 1,001

# of utterances 182,150 # of utterances 35,811

# of words/utterance 14.5 # of words/utterance 19.0

# of entities/items 64,364/6924 | # of items 17321/1,123

# of users 956 # of users 1,482
5.1.4 Implementation Details: We train the framework on 1 GPU

NVIDIA A100 40G card. For each model, we run experiments three
times with different random seeds and compute the averaged results.
In this work, we use the DialogGPT-small (114M) and RoBERTa-base
(114M) as our generation model and prompt generator, respectively.
We empirically set the number of demonstrations and prompt length
to 3 and 50, respectively. For the RGCN model, we set the number of
GNN layers to 1. For demonstration retrieval, we set the dimensions
of entity and context representations to 128 and 768, respectively.
We empirically set the values of y, § to 1.0, 0.1 respectively. We use
a learning rate of le-5 to train the retrieval module. We train the
generation model with a learning rate of 1e-4 with 10 epochs. For
each model, we set the maximum number of tokens to 400. We
utilize the same data split for every model. For COLA [30], since
its source code is not published and is not directly adaptable to the
INSPIRED dataset, we hence report the official performance in the
paper. For other baselines, we leverage the CRS-Lab toolkit [57] 2
to reproduce their results.

5.2 Main Results

5.2.1 Automatic Evaluation on Item Recommendation. We show
the results of the item recommendation task in Table 1. First, our
proposed DCRS model exhibits outstanding performance across
all metrics for both ReDial (achieving the best result in all 7 met-
rics) and INSPIRED (achieving the best result in 6 out of 7 metrics).
This remarkable improvement over the strong baseline UNICRS
can be observed in terms of Recall@1 (+16.9% for ReDial, +14.4%
for INSPIRED), Recall@10 (+4.97 % for ReDial), and Recall@50

Zhtps://github.com/RUCAIBox/CRSLab

(+3.78% for ReDial, +4.20% for INSPIRED). The superiority of DCRS
can be attributed to 2 reasons: (1) Its ability to provide reliable
evidence to the recommendation module, specifically through the
inclusion of demonstrative entities and items extracted from highly
relevant dialogues. (2) The proposed retrieval-augmented prompt
learning method can effectively incorporate informative demonstra-
tions to improve the item recommendation performance. Moreover,
compared to COLA [30], which is another retrieval-enhanced CRS
model, our DCRS consistently achieves better results on all metrics.
A potential explanation could be that COLA’s retrieval component
solely relies on the BM25 [41] and mentioned entities while neglect-
ing rich contextual information of the given dialogue, which limits
its ability to fully exploit the provided information for the retrieval
process. At the same time, knowledge-enhanced CRS models such
as KBRD, KGSF, VRICR, and UNICRS achieve better performance
than Redial. This is expected since these methods leverage exter-
nal knowledge graphs to enhance their recommendation module.
However, these CRS models only rely on the current context to
make predictions, which might not be sufficient to capture users’
interests properly. Therefore, their performance is inferior com-
pared to our DCRS model, which can effectively leverage additional
clues/evidence from collections of informative exemplars.

5.2.2  Automatic Evaluation on Response Generation. We show the
results of the response generation task in Table 3. Noticeably, our
DCRS model consistently outperforms all baseline methods across
two published benchmarks. Specifically, compared to the most com-
petitive method, UNICRS, our DCRS shows considerable improve-
ments on DIST-2 ( +79.9% for Redial, +47.1 % for INSPIRED ), DIST-3
(+56.8% for ReDial, +31.9 % for INSPIRED) and Dist-4 (+38.1% for
ReDial, + 12.9 % for INSPIRED). Such substantial improvement
could be attributed to the proposed contextualized prompt learning
that captures contextual information of both input-output correla-
tions and task-specific instructions from a collection of retrieved
demonstrations. At the same time, we noticed that general language
models, including GPT2, DialogGPT, and BART, show commend-
able performance in this task. This observation is expected given the
extensive pre-training of these generative models on vast volumes
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Table 3: Automatic evaluation results on the response generation task (¢-test with p-value < 0.05).

ReDial INSPIRED

Model BLEU ROUGE DIST BLEU ROUGE DIST

-2 -3 2 | -L 2 | 3 ] 4 -2 -3 2 | -L 2 | 3 | 4
DialogGPT [56] | 0.041 | 0.021 | 0.054 | 0.258 | 0.436 | 0.632 | 0.771 | 0.031 | 0.014 | 0.041 | 0.207 | 1.954 | 2750 | 3.235
GPT2 [37] 0.031 | 0.013 | 0.041 | 0.244 | 0.405 | 0.603 | 0.757 | 0.026 | 0.011 | 0.034 | 0.212 | 2.119 | 3.084 | 3.643
BART [21] 0.024 | 0.011 | 0.031 | 0.229 | 0432 | 0.615 | 0.705 | 0.018 | 0.008 | 0.025 | 0.208 | 1.920 | 2.501 | 2.670
Redial [23] 0.004 | 0.001 | 0.021 | 0.187 | 0.058 | 0.204 | 0.442 | 0.001 | 0.000 | 0.004 | 0.168 | 0.359 | 1.043 | 1.760
KBRD [2] 0.038 | 0.018 | 0.047 | 0.237 | 0.070 | 0.288 | 0.488 | 0.021 | 0.007 | 0.029 | 0.218 | 0.416 | 1.375 | 2320
KGSF [58] 0.030 | 0.012 | 0.039 | 0.244 | 0.061 | 0.278 | 0.515 | 0.023 | 0.007 | 0.031 | 0.228 | 0.418 | 1.496 | 2.790
COLA [30] 0.026 | 0.012 | - - | 0387 | 0528 | 0.625 | - - - - - - -
VRICR [54] 0.021 | 0.008 | 0.027 | 0.137 | 0.107 | 0.286 | 0.471 | 0.011 | 0.001 | 0.025 | 0.187 | 0.853 | 1.801 | 2.827
TREA [26] 0.022 | 0.008 | 0.039 | 0.175 | 0.242 | 0.615 | 1.176 | 0.013 | 0.002 | 0.027 | 0.195 | 0.958 | 2.565 | 3.411
UNICRS [48] 0.045 | 0.021 | 0.058 | 0.285 | 0.433 | 0.748 | 1.003 | 0.022 | 0.009 | 0.029 | 0.212 | 2.686 | 4.343 | 5520
DCRS | 0.048 | 0.024 | 0.063 | 0.285 | 0.779 | 1.173 | 1.386 | 0.033 | 0.014 | 0.045 | 0.229 | 3.950 | 5.729 | 6.233

of unstructured text data. UNICRS surpasses other CRS methods
due to its utilization of a generation module established with Di-
alogGPT, which is effectively learned with a knowledge-enhanced
prompt learning technique.

5.2.3 Human Evaluation. We conducted a thorough human evalu-
ation with two annotators on 20 randomly sampled dialogues to
gain deeper insights into the performance of all the models. The
results are presented in Table 4 with kappa scores over 0.7, which
indicates a very high level of agreement among annotators. First,
UNICRS, which unified both general pre-trained language models
and knowledge graphs via a prefix tuning method, shows the most
competitive performance compared to other CRS models, such as
VRICR, KGSF, and KBRD. Notably, on both metrics Fluency and
Inform, our DCRS outperforms all baseline methods, demonstrating
that our model produces more coherent and meaningful responses.
We hypothesize that solely generating responses with dialogue
histories might result in safe and less diverse responses due to lim-
ited contextual information. Our DCRS alleviates this problem by
leveraging demonstrations to enhance current dialogue contexts.

5.3 In-depth Analyses and Discussions

5.3.1 Ablation Study on Item Recommendation. In Figure 3 (a) and
(b), we show the performance of our DCRS model without item
demonstrations (- ID), semantic alignment step for demonstrations
(- SAI), and knowledge-enriched prompts (- KP), respectively. First,
removing either retrieved demonstrative entities/items (i.e., DCRS
w/o ID) or the semantic mapping step (i.e., DCRS w/o SMI) results in
significant drops in performance, which indicates the effectiveness
of our designs. This can be attributed to two factors: (1) Indicative
demonstrations serve as explicit cues that enable the model to gen-
erate more precise recommendations, and (2) with the semantic
alignment step, the model manages to alleviate the natural semantic
gap by associating representations of entities/items with contextual
information produced by the DialogGPT model, which improves
the quality of learned embeddings. Second, we also compare DCRS
with its variant using a simple concatenation of demonstrations
and the input context (DCRS w/ Concat). It indicates that our DCRS

Table 4: Human evaluation results about the conversation
task on the ReDial dataset. k denotes Fleiss’ Kappa [9], indi-
cating substantial agreement (0.61 < k < 0.8).

Model | Fluency | Inform | «

KBRD 2.32 1.97 0.70
KGSF 2.46 2.05 0.73
VRICR 2.37 2.17 0.76
UNICRS 2.71 2.53 0.75
DCRS 2.80 2.65 0.78

performance is significantly better, which demonstrates our pro-
posed designs are indeed more effective than simply concatenating
retrieved exemplars with the current dialogue context.

5.3.2  Ablation Study on Response Generation. In Figure 3 (c) and
(d), we show the performance of our DCRS model without semantic
mapping for response demonstration (-SMR) and contextualized
prompts (-CP), respectively. Overall, when we remove the semantic
mapping (i.e., DCRS w/o SMR) and contextualized prompts (i.e.,
DCRS w/o CP), the performance of DCRS decreases significantly.
This can be explained by the following: (1) Semantic mapping serves
to mitigate the disparity between the semantic spaces of the prompt
generator and the text generation model. Consequently, this fa-
cilitates quicker and more effective convergence of the training
process. (2) The contextualized semantic prompts offer valuable
information, such as input-output correlations or contextual se-
mantics of retrieved exemplars, which enriches dialogue context
representations. Moreover, our DCRS performance is still better
than the simple concatenation version, which demonstrates the
effectiveness of our proposed designs. The reason is simply com-
bining retrieved demonstrations, and the current context could
easily exceed the maximal number of tokens (e.g., 512 in the case
of DialogGPT), which limits the capability of DCRS to fully exploit
retrieved exemplars. Nevertheless, the concatenation version still
manages to achieve surprisingly good results, which indicates that
incorporating demonstrations could improve the generation task.
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Figure 3: Ablation study on item recommendation and re-
sponse generation. The results are reported on the Redial
dataset (¢-test with p-value < 0.05).

Table 5: Performance comparison of DCRS with different
retrieval methods (#-test with p-value < 0.05).

Model Recall@1 | Recall@50 | DIST@3 | DIST@4

DCRS 0.076 0.439 1.173 1.386
ReDial - w/ BM25 0.071 0.428 0.981 1.118

- w/ Rand 0.069 0.426 0.975 1.115

DCRS 0.093 0.414 5.729 6.233
INSPIRED | - w/BM25 0.078 0.390 4.901 5.460

- w/ Rand 0.074 0.382 4.785 5.339

5.3.3  Performance with Different Retrieval Methods. To demon-
strate the effectiveness of our retrieval algorithm, we carry out an
experiment in which we replace the DCRS’s retrieval part with
either the BM25 algorithm or a random retrieval module. As can be
seen in Table 5, the results significantly drop when we substitute
DCRS’s retrieval part with either BM25 or a random retriever. This
can be attributed to the inability of these methods to retrieve suit-
able demonstrations, thereby leading to a notable deterioration in
recommendation performance. By integrating knowledge entities
and the contextual meaning of the dialogue context into the re-
trieval process, our proposed method has the potential to generate
demonstrative entities/items that are more pertinent compared to
the BM25 algorithm and random methods.

5.34 Analyses on prompt length T and number of demonstrations
K. To probe the influence of the prompt length (T) and the number
of demonstrations (K), we also conducted comprehensive experi-
ments on DCRS for the response generation task on the INSPIRED
dataset. Figure 4 shows the results of DCRS across varying val-
ues of T € {30,50,70} and K € {1,3,5}. In general, the results
show that a higher number of demonstrations and longer prompt
length yield higher BLEU and DIST scores (as the performance
improved when we increased the number of demonstrations and
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Figure 4: Analysis on the prompt length (T) and number of
demonstrations (K) respectively (¢-test with p-value < 0.05).

prompt length). This seems reasonable since the larger the number
of demonstrations, the richer contextual features the model can uti-
lize. Longer sequences of prompts might offer better capability for
compressing semantic information in the demonstrations. Despite
improving the performance, it also incurs a significant increase in
computational cost as the total length of contextualized prompts
scales linearly with both the numbers of demonstrations K and
each individual length T (i.e., K * T in general). However, a too-
long retrieval-augmented prompt could dominate the information
coming from the current dialogue context and make the generated
responses less diverse (as Dist metrics decrease when either T or K
increases too much) since different instances might share the same
set of retrieved demonstrations.

6 CONCLUSION

In this work, we proposed a novel demonstration-based conversa-
tional recommendation framework, namely DCRS, which employed
a knowledge-aware contrastive retriever to collect selective ana-
logues from dialogue histories to enrich both response generation
and recommendation processes. Then we introduced two adaptive
demonstration-augmented prompt learning methods for bridging
the gap between the retrieved examplar and the ongoing conversa-
tional recommendation tasks. Experimental results on two bench-
mark datasets demonstrated the superiority of the proposed DCRS
framework over existing CRS methods, exemplifying advances in
both recommendation precision and linguistic coherence.
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