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Abstract

Conversational Question Generation (CQG)
enhances the interactivity of conversational
question-answering systems in fields such
as education, customer service, and enter-
tainment. However, traditional CQG, fo-
cusing primarily on the immediate context,
lacks the conversational foresight necessary to
guide conversations toward specified conclu-
sions. This limitation significantly restricts
their ability to achieve conclusion-oriented
conversational outcomes. In this work, we
redefine the CQG task as Conclusion-driven
Conversational Question Generation (CCQG)
by focusing on proactivity, not merely re-
acting to the unfolding conversation but ac-
tively steering it towards a conclusion-oriented
question-answer pair. To address this, we
propose a novel approach, called Proactive
Conversational Question Planning with self-
Refining (PCQPR). Concretely, by integrating
a planning algorithm inspired by Monte Carlo
Tree Search (MCTS) with the analytical ca-
pabilities of large language models (LLMs),
PCQPR predicts future conversation turns and
continuously refines its questioning strategies.
This iterative self-refining mechanism ensures
the generation of contextually relevant ques-
tions strategically devised to reach a specified
outcome. Our extensive evaluations demon-
strate that PCQPR significantly surpasses ex-
isting CQG methods, marking a paradigm
shift towards conclusion-oriented conversa-
tional question-answering systems.

1 Introduction

Conversational Question Generation (CQG) has
significantly enhanced the capabilities of conversa-
tional question-answering (QA) systems, bringing
a level of dynamism and intelligence that was previ-
ously unattainable. In various fields such as educa-
tional technology, customer service, and interactive
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Did Alvarez fly as his career?

Two careers, one in science and one in aviation.

What were his duties on that committee?

A Federal Aviation Administration task group on 
future air navigation and air traffic control systems.

What else interesting happened with him 
in aviation?
Alvarez served on multiple high level committees  
related to civilian and military aviation. 

What were some of his careers that 
involved flying?
During World War II he led the development of 
multiple aviation-related technologies.

Figure 1: An example of CCQG. Given the specific con-
text, the initial conversation (blue), and the concluding
question-answer pair (orange), CCQG proactively gen-
erates subsequent questions (green), aiming to advance
toward the predefined question-answer pair.

entertainment, CQG has become a crucial compo-
nent for enhancing user interactions, enabling more
natural and responsive conversations between hu-
mans and machines. By generating contextually ap-
propriate questions, CQG systems have improved
the interactive experience, making conversations
with AI more engaging and informative.

Despite these advancements, current CQG meth-
ods are predominantly reactive, generating ques-
tions based solely on the immediate context with-
out strategically considering the specified conversa-
tional outcome. This reactivity is evident in various
existing approaches: from choosing the most rel-



evant conversational history to enhance question
relevance (Do et al., 2022), to utilizing a context-
enhanced neural model for identifying key con-
texts (Ling et al., 2023), and designing a two-stage
framework for generating more natural conversa-
tions (Do et al., 2023). While these methods con-
tribute significantly to the field, their inherent reac-
tivity limits their potential to direct conversations
toward specific, predetermined conclusions.

These identified limitations underscore the ne-
cessity for a paradigm shift towards proactiveness
in CQG, leading us to propose the novel task of
Conclusion-driven Conversational Question Gen-
eration (CCQG), as illustrated in Figure 1. CCQG
emphasizes the strategic generation of questions
to guide conversations toward specific outcomes, a
critical capability that reactive models fail to sup-
port adequately. By focusing on proactive question
generation, we aim to overcome the limitations of
reactivity and enable more purposeful and outcome-
oriented question-answering conversations.

In contrast to conversational QA systems, the
field of proactive dialogue systems has recently
seen the emergence of several frameworks designed
to accurately predict user needs and steer conversa-
tions accordingly. Methods such as the application
of MCTS for dialogue planning (Yu et al., 2023;
Zhang et al., 2023; Zhao et al., 2023), and the use
of large language models (LLMs) for predicting
conversation trajectories (Deng et al., 2022; Dao
et al., 2023; Liao et al., 2023), represent significant
strides towards proactive dialogue management.
However, these approaches do not directly address
the nuanced requirements of CCQG, which relies
on strategically generating questions to guide con-
versations toward specified outcomes.

To bridge this gap, we propose the Proactive
Conversational Question Planning with self-
Refining (PCQPR) framework, which innovatively
integrates strategic planning and reflective refine-
ment. By incorporating an MCTS-like planning
algorithm with the analytical capabilities of LLMs,
our approach utilizes LLMs to predict and simulate
future conversation paths, thus guiding the question
generation toward the specified, desired outcome.
Concurrently, LLMs engage in reflective analysis
of these simulations, providing critical feedback for
each action within the simulation paths to inform
and enhance conversational strategies. This reflec-
tive analysis identifies failures and showcases suc-
cessful experiences, providing a balanced and thor-
ough evaluation of each planning path. By adopting

the comparable reflection mechanism that captures
errors and successes, the framework guarantees the
systematic incorporation of insights, leading to pro-
gressively enhanced question generation. The PC-
QPR framework’s innovative use of LLMs for both
forward-looking simulation and reflective feedback
marks a strategic shift from reactive to proactive
CQG, aligning conversations more effectively with
specified outcomes.

Main Contributions. (1) We propose a novel
CCQG task that emphasizes proactive conversa-
tion steering in conversational question-answering
systems. (2) We introduce an advanced PCQPR
framework that uniquely integrates strategic plan-
ning with reflective refinement. Using MCTS-like
algorithms and a reflection strategy, it predicts fu-
ture conversation paths and provides critical feed-
back, continuously improving question generation.
(3) Extensive experiments validate the effectiveness
of PCQPR, demonstrating its superior performance
and marking a notable advancement in proactive
conversational question-answering systems.

2 Related Work

Question Generation. Question Generation
(QG) aims to generate questions from diverse in-
puts, including text (Fei et al., 2022; Gou et al.,
2023), knowledge base (Chen et al., 2023; Liang
et al., 2023; Guo et al., 2022, 2024b,c), and so
on. Traditionally, QG has played a pivotal role in
numerous practical applications, focused on pro-
ducing contextually appropriate and meaningful
questions (Guo et al., 2024a).

Recently, research has increasingly focused on
Conversational Question Generation (CQG), which
emphasizes multi-turn interactions to better simu-
late dynamic and natural conversational scenarios.
In this domain, frameworks such as that proposed
by Gu et al. (2021) incorporate answer encoders
and QG modules to learn from each conversational
turn and generate subsequent questions. Similarly,
Do et al. (2022) apply top-p strategies to select
pertinent conversation history, thereby enhancing
question relevance. Other notable approaches in-
clude Ling et al. (2023)’s context-enhanced neural
model for identifying key contexts in question gen-
eration, and Zeng et al. (2023)’s Zero-shot CQG,
which utilizes transfer learning for multi-turn sce-
narios from single-turn QG instances. Furthermore,
the ‘what to ask’ and ‘how to ask’ modules of Do
et al. (2023)’s two-stage framework further high-



light the evolving complexity in CQG.
Despite these developments, most CQG ap-

proaches remain reactive, focusing on generating
questions from existing conversational content. To
bridge this gap, we propose Conclusion-driven
Conversational Question Generation (CCQG).
CCQG departs from the reactive nature of tradi-
tional CQG, aiming to proactively generate a series
of questions that guide the conversation toward a
specified outcome. This novel task represents a
strategic shift towards outcome-oriented conversa-
tion management in conversational QA systems.

The CCQG task holds significant practical value
across various domains. For example, in intelli-
gent tutoring systems, CCQG can guide students
through structured sequences of questions, tailored
to their current understanding, thereby personaliz-
ing and enhancing the educational experience. In
Customer Service, particularly in troubleshooting
scenarios, guiding a conversation toward a specific
resolution is critical. Often, customers may not
know the exact problem they face. A CCQG system
can lead the customer through diagnostic questions,
efficiently identifying the issue and guiding them to
the appropriate solution. In interactive storytelling
or role-playing games, the narrative’s richness de-
pends on how well the system can guide the user
through the story. CCQG enhances user experience
by maintaining narrative coherence and leading
them to key plot points. By integrating CCQG into
these systems, we aim to shift conversational in-
teractions from passive question generation to an
active, outcome-driven process.

Planning and Reflection. In the field of Natural
Language Processing (NLP), planning has emerged
as a crucial strategy, particularly for achieving spe-
cific targets through a series of intermediate actions.
Recent advancements have seen the utilization of
LLMs in various planning-based NLP tasks, evi-
denced by approaches such as Chain-of-Thought
(CoT) reasoning (Wei et al., 2022), CoT with self-
consistency (Wang et al., 2023), Reasoning via
Planning (RAP) (Hao et al., 2023), and Tree of
Thoughts (TOT) (Yao et al., 2023). These meth-
ods illustrate the capability of LLMs to generate
structured, step-by-step solutions. However, they
often employ a linear, simplistic planning model
that lacks iterative feedback, which can constrain
their adaptability in dynamic NLP tasks.

To address the above challenges, recent ap-
proaches have incorporated reflection from LLMs

as feedback (Madaan et al., 2023; Shinn et al.,
2023; He et al., 2024) to refine planning processes.
This shift represents a movement towards more dy-
namic planning, emphasizing the iterative improve-
ment of individual plans. However, these methods
primarily enhance single action sequences and do
not fully explore multiple concurrent paths. In our
work, PCQPR introduces a novel combination of
a tree search algorithm with reflective refinement,
facilitating complex, multi-path planning. This ap-
proach differs from traditional methods by evaluat-
ing various potential actions at each planning step,
ensuring that the generated questions are precisely
aligned with the desired outcome.

3 Problem Formulation

A conversational question generation dataset1

is denoted as D = {Ci, Hi, Ti,Gi}Ni=1 with
N as the total number of conversations.
Ci = {s1, s2, ..., sm} with m sentences rep-
resents the context related to the i-th conversation.
Hi = {(q1, an1), (q2, an2), ..., (qt, ant)} with
t question-answer pairs represents the conver-
sational history in the i-th conversation. Ti

denotes the predefined conclusion consisting
of a question-answer pair (qn, ann). Gi =
{(qt+1, ant+1), (qt+2, ant+2), ..., (qn−1, ann−1)}
represents the ground-truth responses to achieve
the specified outcome Ti. The task of CCQG is
formalized as follows: given a predefined outcome
Ti, a context Ci, and a conversation history Hi,
the objective of CCQG is to proactively guide the
conversation to generate desired responses2 Ĝi,
thereby reaching the predefined outcome Ti.

4 Methodology

4.1 Overview

To address the CCQG task, we propose a novel
framework called PCQPR, designed to proactively
steer the conversation towards achieving the speci-
fied outcome. The framework initially employs the
Monte Carlo Tree Search-like (MCTS-like) algo-
rithm for planning, performing a lookahead search
to generate the desired response. Subsequently, it

1Since CCQG is a novel task, there is no directly available
dataset. The original datasets do not explicitly state the pre-
determined conclusions, so we have restructured the data into
the format we are currently using.

2In our paper, “response” refers to a question-answer pair.
However, we sometimes use “question” interchangeably with
“response” since the context frequently makes the answer evi-
dent once the question is posed.
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Figure 2: An overview of our PCQPR framework. Specifically, the framework employs MCTS-like for planning,
performing a lookahead search to generate the desired response (marked in black). Subsequently, it leverages a
comparable reflection strategy to elevate the quality of this response (marked in red).

leverages the comparable reflection strategy to el-
evate the quality of this response. The framework
details are illustrated in Figure 2. In planning, we
innovatively integrate MCTS-like algorithms with
LLMs, significantly narrowing the search space
through efficient exploration. Concurrently, we
prioritize achieving the specified outcome as the
primary objective, thereby enhancing the overall
effectiveness of our planning methodology (see
Section 4.2). In the comparable reflection strategy,
we utilize LLMs to iteratively generate verbal feed-
back for each action along the planning path, facil-
itating learning from past failures and successful
experiences. This continuous refinement enhances
response quality, ensuring the achievement of the
specified outcome (see Section 4.3).

4.2 Planning with Monte Carlo Tree Search
We explain how to (1) formulate the CCQG task as
a Markov decision process (MDP) and (2) solve it
by MCTS-like planning algorithm.

4.2.1 MDP
For the CCQG task, we utilize the LLM (e.g., Chat-
GPT) to generate an action for the current state,
thereby obtaining the next state. Specifically, a
state s is the concatenation of the context Ci, the
conversation history Hi, and the partially or com-
pletely generated response Ĝi, where the complete
response signifies the attainment of the designated
outcome Ti. An action a comprises a question-
answer pair that forms the basis of the complete re-
sponse. The terminal action matches or closely mir-
rors the predefined outcome, indicating the achieve-
ment of the desired goal. The transition function
systematically combines a state s with an action a.
An episode concludes once the LLM executes the

terminal action. To accurately evaluate the state s,
the reward for s is determined by how closely the
responses reach a specified outcome, given that s
matches or closely resembles the predefined out-
come 3, i.e., REWARD(response) (line 17 in Algo-
rithm 1). If the response fails to meet the specified
outcome, the reward is set to 0.

To determine the optimal policy in an MDP, we
explore a tree search-based planning algorithm,
drawing inspiration from MCTS (Yu et al., 2023;
Zhang et al., 2023; Zhao et al., 2023). More con-
cretely, the tree search algorithm, inherently struc-
tured like a tree, assigns nodes to represent various
states and uses edges to indicate actions. This algo-
rithm begins at the root node, which is the initial
state, and it explores the state space to identify ter-
minal states with high rewards. Each node in the
tree search algorithm encompasses two essential
elements: the visited number and a value function.
The visited number indicates how many times each
node has been visited, while the value function rep-
resents the maximum reward obtained by starting
from the node (or state) 4 s and executing action
a. The algorithm effectively maintains a proper
balance between exploration and exploitation. In
the subsequent portion of this section, we detail the
method of incorporating the tree search algorithm
into the planning procedure.

4.2.2 MCTS-like Planning
To effectively guide the conversation toward a spec-
ified outcome, we develop an LLMs-based plan-

3We calculate the reward by measuring the semantic simi-
larity between the predefined outcome and the terminal action
using embeddings from SimCSE (Gao et al., 2021). In this
paper, we set the semantic similarity threshold at 0.6.

4A node is defined to represent the state it embodies.



ning algorithm, which utilizes an MCTS-like tree
search performing lookahead planning. We sum-
marize the entire procedure in Algorithm 1 and
illustrate the process in Figure 2. More specifi-
cally, the planning process encompasses five crit-
ical operations: selection, expansion, simulation,
backpropagation, and comparable reflection.

Selection. This phase selects a branch of the tree
for further exploration. Starting from the root node,
representing the initial state s, the algorithm se-
quentially selects a child node until it reaches a leaf
node. To balance between exploration (focusing
on less-visited nodes) and exploitation (targeting
high-value nodes), we employ a function similar to
the widely recognized Upper Confidence Bounds
(UCB) (Kocsis and Szepesvári, 2006) function to
select each child node, which we refer to as UCB-
like. Unlike the UCB function, we use the proba-
bility of reaching the designated outcome for the
exploitation term. Formally, UCB-like function is
defined as :

UCB-like(s) = Q(s, a) + w

√
logN(p)

N(s)
, (1)

where Q(s, a) is the maximum reward obtained
by starting in s and taking action a, N(p) is the
number of visits for parent node p of s, N(s) is
the number of visits to a node s , and w is the
exploration weight. At each level, the child node
with the highest UCB-like value is selected.

Expansion. From the node selected in the selec-
tion step, we derive k possible actions and generate
k new states. These states form new nodes added to
the list of children. More specifically, we use pow-
erful LLMs (e.g., ChatGPT) to identify the most
probable next actions, formalized as the function
TOP_K(s, k), which returns the k likeliest actions
from state s. The corresponding k new states are
created by combining the current state with each
action, and these new states are added to the list of
children of the current node.

Simulation. We calculate the expected reward
(i.e., Q value) by leveraging LLMs (e.g., ChatGPT)
to simulate potential scenarios from the current
node. Starting at the current node, LLMs gener-
ate actions sequentially until a terminal action is
reached or a maximum number of steps is com-
pleted. We then assess the semantic similarity be-
tween the final action and the specified outcome Ti.
This similarity serves as the reward for the current
node, measuring its relevance to the outcome.

Algorithm 1: The PCQPR algorithm
Input: The initial state s (or root), the number of children

for each node k, UCB-like exploration parameter w.
Output: Response with the highest reward.
1: Initialize the response_dict = OrderedDict()
2: for i← 1, 2, ..., max_iterations do
3: node← root
4: # Selection
5: while |node.children| > 0 do
6: node← UCB-like(node.children)
7: end while
8: # Expansion
9: next_actions← TOP_K(node, k)

10: for next_action ∈ next_actions do
11: next_state← COMBINE(node, next_action)
12: new_node← new_state
13: Append new_node to children of node
14: end for
15: # Simulation
16: response← LLM(node)
17: reward← REWARD(response)
18: response_dict[response] = reward
19: # Backpropagation
20: Update the values of node and its ancestors with

reward
21: # Reflection
22: feedback ← COMP_REFINE(response)
23: Add the feedback into node and its ancestors
24: end for
25: Return response with the highest reward in

response_dict.

Backpropagation. Following the simulation
phase, we can obtain a path sequence of actions
from the root node to the terminal node, denoted as
response, and acquire the corresponding reward
value associated with this path. Subsequently, this
reward is backpropagated to revise the Q value of
each state-action pair encountered along the path.
Ultimately, the Q value of every node in this path is
updated to reflect the simulation results accurately.

4.3 Comparable Reflection

Although the MCTS-like planning algorithm
demonstrates commendable performance in the
CCQG task, there is significant potential for further
improvement. Notably, some initial planning paths
fail to achieve the desired outcomes, underscoring
the need for a more refined approach to enhance the
algorithm’s effectiveness. Inspired by human cog-
nitive strategies, which learn from past successes
and failures to improve future performance, we
propose an enhancement for the MCTS-like plan-
ning algorithm through a comparable reflection
mechanism that summarizes both errors and suc-
cessful experiences. This mechanism provides the
algorithm with detailed verbal feedback on previ-
ous planning paths, enabling it to optimize future



decision-making processes.

To implement this enhancement, we inte-
grate a self-reflection mechanism powered by
advanced LLMs (e.g., ChatGPT). This marks a
significant advancement in the MCTS-like plan-
ning algorithm’s effectiveness for the CCQG
task. The sophisticated analytical capabilities of
LLMs (Liang et al., 2024) enable comprehensive
evaluations of planning paths, generating detailed
verbal reflections for each sequence of actions
(i.e., COMP_REFINE(response), see line 22 in
Alogrithm 1). These reflections serve as a se-
mantic guidance signal, providing the algorithm
with concrete directions for improvement by pin-
pointing failure points and highlighting successful
strategies. This balanced view of what works and
what doesn’t fosters a deeper comprehension of the
decision-making dynamics, enabling the detection
of patterns that lead to both suboptimal results and
successful outcomes. The algorithm can be finely
tuned by systematically analyzing these patterns
to anticipate and circumvent similar pitfalls while
replicating successful strategies in future iterations.
This reflective process provides valuable insights
that optimize the algorithm’s behavior, enhancing
its ability to solve complex scenarios through itera-
tive trials and self-reflection.

For example, in planning, there are two initial
planning paths: a failed path p1 = (a1, ..., an)
where the terminal action an diverges from the out-
come Ti, and a successful path p2 = (a′1, ..., a

′
n)

where the terminal action a′n matches the outcome
Ti. The comparable reflection mechanism provides
fine-grained feedback for two planning paths. For
the failed path p1, it identifies the points of diver-
gence and reasons for failure, providing critical
feedback on what went wrong. Conversely, for the
successful path p2, it recognizes the key decisions
that led to a positive outcome, reinforcing effective
strategies. This dual analysis ensures that the al-
gorithm not only learns from its mistakes but also
builds on its successes, leading to continuous im-
provement and more reliable planning outcomes.
This comparable reflection mechanism ensures that
future iterations of the planning algorithm are bet-
ter equipped to handle similar situations, ultimately
enhancing performance and decision-making capa-
bilities in complex scenarios. To the best of our
knowledge, we are the first to combine a tree search
algorithm with a comparable reflection strategy to
enhance the performance of the novel CCQG task.

5 Experiments

5.1 Experimental Settings

Datasets. As the novel task setting of CCQG has
not been investigated in prior research, no direct
dataset is available. Hence, we modify two popular
conversational datasets (i.e., CoQA (Reddy et al.,
2019) and QuAC (Choi et al., 2018)) to meet the
requirements of the CCQG task. For the CoQA
dataset, we standardize the number of turns in all
conversations to 10 because some have too many
turns. For the QuAC dataset, we include only con-
versations where the turn is labeled with ‘followup:
y’ or ‘followup: m’, resulting in a training set of
2,749 conversations and a validation set of 221 con-
versations. We use the last three question-answer
pairs as the target pairs. The two datasets com-
prise conversations across a wide range of domains,
where each conversation consists of a relevant con-
text and several question-answer pairs. Following
prior studies (Do et al., 2023), we use the valida-
tion sets from two datasets as our test sets since the
original test sets are unavailable.

Automatic Evaluation Metrics. We employ
widely used evaluation metrics for text generation,
including BLEU (Papineni et al., 2002) and ME-
TEOR (Banerjee and Lavie, 2005), to evaluate the
generated response. Concretely, BLEU evaluates
the precision of the generated text compared to the
reference text. METEOR is a detailed evaluation
considering exact words, synonyms, and similar
phrases. Additionally, we employ SimCSE (Gao
et al., 2021) to measure conversational coherence.
This method regards the generated response as
the premise, while the previous conversational his-
tory serves as the hypothesis. It then calculates
a similarity score between them to assess topic
coherence. In our experiments, we assess the con-
versation coherence score by focusing on the last
one and last two prior turns, referred to as Conv-
last1 and Conv-last2, respectively. Furthermore,
the most pivotal metric is the Success Rate, i.e.,
Success Rate = Number of Successful Outcomes

Total Number of Instances , which is
employed to measure the capacity to achieve the
intended conversational outcome.

Human Evaluation Metrics. Due to the extensive
critique of automatic metrics for their poor align-
ment with human assessments (Novikova et al.,
2017), we incorporate two human evaluation met-
rics: Coherence and Effectiveness. The former met-
ric evaluates whether the entire conversation main-



Model BLEU METEOR Conv-last1 Conv-last2 Success Rate

SG-CQG 3.62 46.35 32.77 40.04 15.40
COT 3.86 46.62 31.39 39.48 19.20

COT-SC 6.85 53.45 30.84 38.86 10.40
TOT 7.05 54.81 29.85 37.96 23.20

Mixtral-8x7B 1.96 46.93 29.26 36.65 6.20
ChatGPT 3.31 45.57 31.09 39.19 19.80

GPT-4-Turbo 5.28 52.48 30.29 37.53 12.80

PCQPR(Mixtral-8x7B) 1.54 44.87 34.78 40.62 25.80
PCQPR(ChatGPT) 3.56 50.07 36.13 42.31 28.00

PCQPR(GPT-4-Turbo) 6.47 54.04 37.39 43.06 35.00

Table 1: Overall evaluation on CoQA (%).

Model BLEU METEOR Conv-last1 Conv-last2 Success Rate

COT 11.17 41.87 46.13 50.86 30.32
COT-SC 23.38 51.82 46.79 51.09 22.62

TOT 13.74 46.09 48.19 52.48 40.27
Mixtral-8x7B 7.45 39.77 44.75 49.68 23.98

ChatGPT 11.02 41.29 46.04 50.33 27.60
GPT-4-Turbo 7.85 40.46 44.55 49.42 26.24

PCQPR(Mixtral-8x7B) 5.64 38.84 51.85 56.11 63.35
PCQPR(ChatGPT) 9.38 41.41 52.87 56.06 67.42

PCQPR(GPT-4-Turbo) 7.59 42.47 54.54 57.49 70.59

Table 2: Overall evaluation on QuAC (%).

tains logical and topic coherence, while the latter
assesses the efficiency with which the intended con-
versational outcome is achieved. We randomly se-
lect 50 conversations from the validation set of the
CoQA dataset and invite three individuals to score
the generated responses, with a scoring range of {0,
1, 2}, where a higher score indicates better quality
in terms of Coherence and Effectiveness. Detailed
scoring criteria are provided in Appendix A.2. We
use Fleiss’s kappa (Fleiss, 1971) to measure the
consistency among the three persons.

Baselines. Since this novel task setting has
not been fully explored in previous work, there
are no readily available baselines for comparison.
Therefore, we have modified the seven most rele-
vant baselines for comparison. Among them, SG-
CQG (Do et al., 2023), an advanced CQG model
assessed on the CoQA dataset, proposes a two-
stage method including a ‘what-to-ask’ module and
a ‘how-to-ask’ module. The most popular open-
source model, Mixtral-8x7B (Jiang et al., 2024),
along with two closed-source models, ChatGPT5

and GPT-4-Turbo (Achiam et al., 2023), are em-
ployed in a zero-shot setting to address this task.
COT (Wei et al., 2022) and its variants, COT-
SC (Wang et al., 2023) and TOT (Yao et al., 2023)

5https://openai.com/blog/chatgpt

utilize ChatGPT as the backbone to solve this task.

5.2 Overall Evaluation

Table 1 and Table 2 show the overall evalua-
tion results for the CoQA and QuAC datasets,
we can conclude that: (1) Our proposed frame-
work, PCQPR, can produce more logically co-
herent responses. Compared with baselines,
our approaches (e.g., PCQPR(ChatGPT) and
PCQPR(GPT-4-Turbo)) excel in generating more
coherent responses that align with the conversa-
tional history (Conv-last1 and Conv-last2), indi-
cating their impressive abilities in conversational
understanding and response generation. For in-
stance, on the CoQA dataset, PCQPR(GPT-4-
Turbo) achieves absolute improvements of 4.62%
in Conv-last1 and 3.02% in Conv-last2 over the
best baseline (i.e., SG-CQG). (2) Our approach
naturally transitions into the specified outcome
with the highest success rate, demonstrating its
effectiveness. We observe that our best method
(i.e., PCQPR(GPT-4-Turbo)) achieves an 11.8%
improvement in Success Rate over the best baseline
(i.e., TOT) on CoQA. Additionally, on the CoQA
dataset, PCQPR(GPT-4-Turbo) derives a 22.2%
Success Rate gain over its corresponding vanilla
model GPT-4-Turbo. PCQPR(ChatGPT) obtains
an 8.2% Success Rate gain over its correspond-



ing vanilla model ChatGPT. (3) Our approach
not only produces logically coherent responses
but also effectively steers the conversation to-
ward the predetermined outcome. PCQPR(GPT-
4-Turbo) derives 37.39% Conv-last1, 43.06% Conv-
last2, and 35.00% Success Rate on CoQA. Com-
pared to the best baseline results, SG-CQG exhibits
the highest coherence, achieving 32.77% Conv-
last1 and 40.04% Conv-last2, while TOT shows
the highest Success Rate at 23.20%. Our pro-
posed framework demonstrates superiority in both
aspects. (4) Our method has comparable per-
formance in BLEU and METEOR with the best
baseline. We observe that the best baseline TOT de-
rives 7.05% BLEU and 54.81%, while our method
PCQPR(GPT-4-Turbo) achieves 6.47% BLEU and
54.04% on CoQA. Although there are gaps, this
does not mean that our approach is inferior to the
baseline. Because BLEU and METEOR metrics
are less reliable, they measure the lexical surface
similarity between the produced response and the
ground-truth response. But conversations on the
same topic can be described in different ways,
rather than just ground-truth responses. Therefore,
we focus primarily on reliable metrics of conversa-
tional coherence (i.e., Conv-last1 and Conv-last2)
and effectiveness (i.e., Success Rate).

5.3 Human Evaluation

To comprehensively validate the effectiveness of
our approach, we conduct a rigorous human evalua-
tion. This involves providing scorers with detailed
examples, designed to guide them towards objec-
tive and fair assessments of generated responses.
The results presented in Table 3 demonstrate the
superiority of our method compared to traditional
baselines. Notably, our approach shows superi-
ority in terms of conversational coherence (i.e.,
“Coherence”) and in successfully reaching the des-
ignated conversational outcome (i.e., “Effective-
ness”). These two aspects are crucial in assessing
the quality of conversational question-answering
systems, as they directly reflect the system’s ability
to maintain a natural and purposeful conversation
flow. To ensure the reliability of these evaluation
results, we further employ Fleiss’s kappa, a statisti-
cal measure designed to assess the consistency of
agreement among multiple scorers. The kappa val-
ues range between 0.41 and 0.60, indicating moder-
ate agreement among the three scorers. This range
suggests a reasonable consensus, lending further
credibility to our results.

Model Coherence Effectiveness

SG-CQG 1.28 1.14
TOT 1.16 1.25

Mixtral-8x7B 1.12 0.91
ChatGPT 1.23 1.20

GPT-4-Turbo 1.18 1.06

PCQPR(Mixtral-8x7B) 1.33 1.29
PCQPR(ChatGPT) 1.65 1.34

PCQPR(GPT-4-Turbo) 1.68 1.62

kappa 0.46 0.53

Table 3: Human evaluation results on CoQA.

Model Conv-last1 Success Rate

PCQPR(Mixtral-8x7B) 34.78 25.80
- w/o MCTS 28.69 14.60

- w/o Reflection 34.80 15.40

PCQPR(ChatGPT) 36.13 28.00
- w/o MCTS 30.16 26.80

- w/o Reflection 36.18 22.00

PCQPR(GPT-4-Turbo) 37.39 35.00
- w/o MCTS 29.03 14.60

- w/o Reflection 36.85 30.60

Table 4: Ablation studies for PCQPR on CoQA (%).

5.4 Ablation Studies

To verify the effectiveness of PCQPR, we conduct
extensive ablation experiments.

5.4.1 Effect of MCTS-based Planner
To investigate the effectiveness of our proposed
MCTS-based planner, we conduct an experiment
where the MCTS-based planner is removed, de-
noted as “w/o MCTS”. Table 4 reports the results
on Conv-last1 and Success Rate. We observe that
removing the MCTS-based planner results in a re-
duction of 8.36% in Conv-last1 score and 20.4%
in Success Rate for our method, PCQPR(GPT-4-
Turbo). A reasonable explanation is that the MCTS-
based planner performs a lookahead search and
finds high-quality responses toward the predefined
outcome. Consequently, the MCTS-based planner
we designed plays a crucial role in our framework.

5.4.2 Effect of Reflection Strategy
We evaluate the impact of the reflection strategy
on our proposed approach. This involves a con-
trastive analysis, termed “w/o Reflection”, specifi-
cally designed to measure the contribution of this
strategy. As shown in Table 4, the results indicate
a significant performance decrease in the absence
of reflection: a 10.4% drop in Success Rate for
PCQPR(Mixtral-8x7B). This decline underscores



the reflection strategy’s vital role, in which verbal
feedback integration facilitates an iterative learn-
ing process. This process enables the model to re-
fine its response generation based on previous out-
comes, improving relevance and accuracy. There-
fore, the reflection strategy elevates performance
and marks a significant advancement in conversa-
tional question-answering systems. It enhances the
model’s adaptability and effectiveness, particularly
in dynamic and evolving conversational contexts,
thereby underscoring its importance in developing
more sophisticated, responsive systems.

6 Conclusion

We present a novel task setting, CCQG, designed
to generate subsequent questions that proactively
guide conversations toward the specified outcome.
To address this task, we propose an innovative
framework, PCQPR, which uniquely combines the
MCTS-like planning algorithm with LLMs to en-
hance planning capabilities. This approach con-
ducts a lookahead search to explore multiple poten-
tial paths. Furthermore, we introduce a novel re-
flection mechanism that provides insightful verbal
feedback for each action along the entire planning
path. Extensive experiments demonstrate the supe-
rior performance of PCQPR over closed-source and
open-source LLMs. We believe this effort could be
inspiring for future research in AI-driven conversa-
tional question-answering systems.
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Limitations

Despite the effectiveness of the comparable self-
reflection strategy, it still exhibits certain limita-
tions. This paper primarily focuses on leveraging
large language models (LLMs) to provide valuable
verbal feedback and refine each action within the
entire planning path. However, we recognize that
the inherent capabilities of LLMs may constrain

their effectiveness. In particular, for some paths
that initially succeed in reaching the specific out-
come, the reflection strategy may not yield further
improvements. In future work, we will explore op-
timal methods for integrating human feedback with
verbal reflection generated by LLMs to address this
challenge above effectively.
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A Experiment

A.1 Experimental Implementation Details

Parameters. We configure the number of possible
actions k for each node to be 5, set the number
of simulations to 10, and assign the exploration
weight w to 1. For both open-source and closed-
source LLMs used, we set n to 1, the temperature
to 0.7, and top_p to 1.

Prompt for Response Generation. To guide
LLMs in generation, we provide prompts. Instead
of meticulously designing these, we focus on ensur-
ing they effectively convey the intended meaning.
As illustrated in Figure 3, we present the prompt
used in this work for generating the response.

Prompt for Reflection Generation. Reflection
aims to provide feedback on the entire planning
path, enabling continuous self-assessment and ad-
justments to achieve the specified outcome suc-
cessfully. Similar to the prompt for generating
responses, we provide them casually rather than
meticulously crafting them. Figure 4 illustrates the
prompt we utilized to generate the reflection.

Prompt for Refining Response via Feedback.
Our proposed reflection mechanism produces in-
sightful feedback for each action along the entire
planning path. This feedback is subsequently used
to formulate prompts for the LLMs, thereby en-
hancing their responses. Similarly, we casually pro-
vide the prompts rather than crafting them metic-
ulously. As shown in Figure 6, we present the
prompt for refining response generation.

A.2 Human Evaluation Scoring Guidelines

We detail our scoring method used to guide three
annotators in evaluating the generated responses
based on two key criteria: Coherence and Effec-
tiveness. Each criterion is scored on a scale of 0,
1, or 2, with higher scores indicating better per-
formance. These criteria are explained in more
detail in Section 5.1 and illustrated in Figure 7. Co-
herence assesses the logical flow and relevance of
responses, whereas Effectiveness measures their
success in achieving the specified outcome. This
methodical approach ensures a consistent and unbi-
ased assessment of response quality.

A.3 Sensitivity Study

We investigate the effect of varying the number
of testing simulations on the performance of PC-
QPR. As illustrated in Figure 5, the Success Rate of



Prompt for Response Generation
Based on the provided context, conversational 
history, and terget conversation, please generate 
the follow-up question-answer pairs. These 
should logically and fluently build upon  the existing 
conversational history and the final question-answer, 
ensuring a smooth and logical progression. 

Context: [Context] \n     
Conversational History: [Q] [A] ...\n
Follow-up Question-Answer Pairs: {Q} {A} ... \n
Target Question-Answer Pair: [Q] [A] 

Figure 3: The prompt for response generation.

Prompt for Reflection Generation
Please act as an experienced conversation analyst 
and provide specific suggestions for significantly 
improving the 'generated question-answer pairs'. 
Your analysis should focus on the following two 
aspects for each pair:\n
1. Coherence: For each question-answer pair, 
evaluate whether the content aligns with the given 
conversation history and the described context's 
story plot. Assess if each pair contributes to the 
logical coherence of the entire conversation, 
including the conversation history, the generated 
conversation, and the target conversation, with 
each turn elaborating on a specific plot element 
from the context for a smooth overall flow.\n
2. Effectiveness: Analyze whether each question-
answer pair naturally transitions into the 
subsequent part of the conversation and reaches 
the predefined target question-answer pair.\n

Context: [Context] \n     
Conversational History: [Q] [A] ... \n
Generated Question-Answer Pairs: [Q] [A] ... \n
Target Question-Answer Pair: [Q] [A] \n
Feedback: {Feedback}

Figure 4: The prompt for reflection generation.

Figure 5: Sensitivity study.

PCQPR on QuAC varies with the number of simu-
lations, showing an initial increase in performance

Prompt for Refining Response
Please act as an experienced conversation analyst 
and refine the 'previously generated question-
answer pairs' based on the provided feedback to 
align them with the given conversation history and 
the described context's story plot. Ensure that the 
entire conversation--including the conversation 
history, refined question-answer pairs, and the 
target conversation--is logically coherent, with 
each turn elaborating on a specific plot element from 
the context, thus ensuring a smooth overall flow.  

Context: [Context] \n     
Conversational History: [Q] [A] ... \n
Generated Question-Answer Pairs: [Q] [A] ... \n
Feedback: [Feedback] \n
Target Question-Answer Pair: [Q] [A] \n
Refined Question-Answer Pairs: {Q} {A} ... \n

Figure 6: The prompt for refining response generation
involves obtaining detailed feedback from LLMs.

Scoring Guidelines

Score 0：The generated response is entirely irrelevant 
to the context and logically incoherent with the entire 
conversation. 
Score 1：The generated response is partially relevant to 
the context yet shows lapses in logical coherence, 
resulting in only partial alignment with the conversation.
Score 2：The generated response is fully relevant to the 
context and demonstrates complete logical coherence, 
seamlessly integrating into the conversation.

Coherence

Effectiveness

Score 0：The generated response is completely 
unlikely to achieve the predefined outcome.
Score 1：The generated response moderately aligns 
with the predefined outcome but may not 
comprehensively address all intended aspects.
Score 2：The generated response is highly likely to 
achieve the predefined outcome, aligning closely with 
all specified criteria.

Figure 7: Human evaluation scoring guidelines for two
criteria: Coherence and Effectiveness.

followed by a more gradual and steady increase
upon reaching 10 simulations. In our experiments,
we set the number of simulations to 10 to balance
the performance gains against the associated costs.
Beyond this threshold, while performance may con-
tinue to improve, the rate of increase slows signifi-
cantly, indicating diminishing returns. Therefore,
setting the number of simulations to 10 represents
an optimal compromise between achieving substan-
tial performance improvements and maintaining
reasonable cost efficiency.



Context
Conversation

Path Flow: ① Initial  ② Follow-up  ③ Conclusion 
Generated  Responses by Our 
Proposed PCQPR(GPT-4-Turbo) 

Alvarez said, "I think of myself as 
having had two separate careers, 
one in science and one in 
aviation." ... During World War II 
he led the development of 
multiple aviation-related 
technologies... Later in his career 
Alvarez served on multiple high 
level advisory committees 
related to civilian and military 
aviation. These included a 
Federal Aviation Administration 
task group on future air 
navigation and air traffic control 
systems, ... 

During World War II he led the development 
of multiple aviation-related technologies.

What were some of his careers that 
involved flying?

Did Alvarez fly as his career?

Two careers, one in science and one in aviation.
①

②

Alvarez served on multiple high level 
committees  related to civilian and 
military aviation. 

What else interesting happened with 
him in aviation?

②

What were his duties on that committee?
A Federal Aviation Administration task group on 
future air navigation and air traffic control systems.

③

What specific aviation-related technologies did 
Alvarez help develop during World War II? 
During World War II, Alvarez led the development 
of multiple aviation-related technologies.

What were some of the advisory roles Alvarez 
held in relation to aviation? 
Alvarez served on multiple high-level advisory 
committees.

On which committees did Alvarez serve in the 
aviation?
A Federal Aviation Administration task group on 
future air navigation and air traffic control systems.

Gaynor was romantically 
involved with her friend and 
frequent co-star, Charles Farrell, 
during the time of their work 
together in silent film, until she 
married her first husband. 
Choosing to keep their relationship 
out of the public eye, Gaynor and 
Farrell were often assisted by 
mutual friend Douglas Fairbanks 
Jr. in maintaining the ruse. ... 
Gaynor was married three times 
and had one child. ... On August 
14, 1939, she married MGM 
costume designer Gilbert 
Adrian in Yuma, Arizona. This 
relationship has been called a 
lavender marriage, since Adrian 
was openly gay within the film 
community while Gaynor was 
rumored to be gay or bisexual. ...

In September 2009, eight years 
after Phillips's death, his eldest 
daughter Mackenzie claimed 
that she and her father had a 10-
year incestuous relationship. 
Mackenzie wrote of the 
relationship, which she said 
began when she was 19 years 
old in 1979, in her memoir High 
on Arrival. Mackenzie wrote that 
the relationship began after 
Phillips raped her while they 
were both under the influence of 
heavy narcotics on the eve of 
her first marriage. Mackenzie 
Phillips appeared on The Oprah 
Winfrey Show on September 23, 
2009, and told Winfrey that her 
father injected her with cocaine 
and heroin. ...

What are the incest allegations?
Eight years after Phillips's death, his eldest 
daughter Mackenzie claimed that she and her 
father had a 10-year incestuous relationship.

①

②

②

Were these claims true?
Mackenzie wrote of the relationship, which 
she said began when she was 19 years old 
in 1979.

How did it begin?
The relationship began after Phillips raped her 
while they were both under the influence of 
heavy narcotics on the eve of her first marriage.

③
Are there any other interesting aspects about 
this article?
Mackenzie Phillips appeared on The Oprah 
Winfrey Show on September 23, 2009.

When did Mackenzie Phillips start the incestuous 
relationship with her father? 
She claimed it began when she was 19.

 How did Mackenzie Phillips describe this start?
She was raped under the influence of heavy 
narcotics before her marriage.

How did the public learn about Mackenzie 
Phillips's allegations against her father? 
Mackenzie Phillips revealed the allegations in 
her memoir "High on Arrival" and discussed 
them on The Oprah Winfrey Show on 
September 23, 2009.

Who was Janet Gaynor romantically involved?
① Gaynor was romantically involved with her 

friend and frequent co-star, Charles Farrell.

How many times did Janet Gaynor marry?
Gaynor was married three times and had 
one child.

①

Who did Janet Gaynor marry the first time?

Douglas Fairbanks Jr.
②

②

Who did Janet Gaynor marry in 1939?
On August 14, 1939, she married MGM 
costume designer Gilbert Adrian in 
Yuma, Arizona.

Why was Janet Gaynor marriage to Gilbert 
Adrian was called a lavender marriage?
Adrian was openly gay within the film community 
while Gaynor was rumored to be gay or bisexual.

③

What was the nature of Janet Gaynor's marriage 
to Gilbert Adrian, and how was it perceived 
within the film community? 

Janet Gaynor's marriage to Gilbert Adrian was 
called a lavender marriage, as Adrian was 
openly gay within the film community while 
Gaynor was rumored to be gay or bisexual. 

To whom was Janet Gaynor's first marriage?

Douglas Fairbanks Jr.

When did Janet Gaynor and Gilbert Adrian get 
married?
On August 14, 1939

Figure 8: Case studies for three examples generated by our method, PCQPR(GPT-4-Turbo).

A.4 Case Studies

To visualize our model’s performance, Figure 8
presents three examples generated by PCQPR
(GPT-4-Turbo). These examples demonstrate the
model’s ability to proactively steer the generation
process to achieve the specified outcome. This

showcases the model’s advanced understanding
and manipulation of context, ensuring that each QA
pair is not only relevant but also precisely aligned
with the desired outcome.
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